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1. Introduction

Viscoelastic (VE) dampers have often been used in controlling the vibrations of aircrafts, aerospace and machine structures. Moreover, VE dampers are used in civil engineering to reduce excessive oscillations of building structures due to earthquakes and strong winds. A number of applications of VE dampers in civil engineering are listed in [1]. The VE dampers could be divided broadly into fluid and solid VE dampers. Silicone oil is used to build the fluid dampers while the solid dampers are made of copolymers or glassy substances.

Good understanding of the dynamical behaviour of dampers is required for the analysis of structures supplemented with VE dampers. The dampers behaviour depends mainly on the rheological properties of the viscoelastic material the dampers are made of and some of their geometric parameters. These characteristics depend on the temperature and the frequency of vibration. Temperature changes in dampers can occur due to environmental temperature fluctuations and also on the internal temperature rising due to energy dissipation. A classic shift factor approach is commonly used to capture the effect of temperature changes. Therefore, only the frequency dependence of damper characteristics is considered in this paper.

In a classic approach, the mechanical models consisting of springs and dashpots are used to describe the rheological properties of VE dampers [2–7]. A good description of the VE dampers requires mechanical models consisting of a set of appropriately connected springs and dashpots. In this approach, the dynamic behaviour of a single damper is described by a set of differential equations (see [5,6]), which considerably complicates the dynamic analysis of structures with dampers because the large set of motion equations must be solved. Moreover, the cumbersome, nonlinear regression procedure, described for example in [8,9], is propose to determine the parameters of the above mentioned models.

The rheological properties of VE dampers are also described using the fractional calculus and the fractional mechanical models. Currently, this approach has received considerable attention and has been used in modeling the rheological behaviour of linear viscoelastic materials [10–15]. The fractional models have an ability to correctly describe the behaviour of viscoelastic material using a small number of model parameters. A single equation is enough to describe the VE damper dynamics, which is an important advantage of the discussed models. In this case, the VE damper equation of motion is the fractional differential equation. The fractional models of VE fluid dampers are proposed in [16,17]. The parameters of the model proposed in [17] are complex numbers which has added to the complexity of the dynamic analysis of structures with VE dampers, especially when the in time domain analysis must be performed. However, fractional models of which the parameters are real numbers are also proposed, for example, in [10,21,22]. The dependence of the above mentioned model parameters on excitation frequency could lead to major complications of analysis of structures with VE dampers in a time domain. Fortunately, efficient time-domain approaches have been proposed recently. The methods, based on Prony series and Biot model, are proposed in papers [4,29,30]. Additionally, the method which used the generalized Maxwell model and the Laguerre polynomial approximation is suggested in [5]. Very recently, seismic analysis of structures with VE dampers modeled by the Kelvin chain and
the Maxwell ladder is presented in [6]. Moreover, the non-viscous state-space model, described in [31], could be used in this context. The analysis in the frequency domain is possible and presented, for example, in [3].

An important problem, connected with the fractional rheological models, is an estimation of the model parameters from experimental data. In the past, different methods have been tested for the estimation of model parameters from both static and dynamic experiments [4,8,9,16–19,21]. The process of parameter identification is an inverse problem which is overdetermined and can be ill conditioned (see, for example [8,19]) because of noises existing in the experimental data. The mathematical difficulties may be overcome by the regularization method which is described, for example, in [8,18].

It is the aim of this paper to describe a few methods of identification of the parameters of VE dampers. The parameters are estimated using the results obtained from dynamical tests. The fractional rheological models are used to describe the dynamic behaviour of dampers. The Kelvin–Voigt model and the Maxwell model are discussed. Three kinds of identification methods are suggested. Equations of hysteresis curves are derived for both fractional models and some of the properties of these curves are used to develop the first-kind identification procedure. The second- and third-kind identification procedures are based on time series data. Each identification procedure consists of two main steps. In the first step, for the given frequencies of excitation, experimentally obtained data are approximated by simple harmonic functions while model parameters are determined in the second stage of the identification procedure. The results of a typical calculation are presented and discussed.

Three symbols will be used in the paper to describe the damper force. The symbol \( u_i(t) \) denotes the results of experimental measurements, \( u(t) \) is the function which is an analytical approximation of experimental results while \( u(t) \) is the solution to the damper equation of motion. The symbols \( q_i(t), q(t) \) and \( q(t) \) are used in the same way to describe the damper displacement.

### 2. General explanation of fractional rheological models

Due to their simplicity, the simple rheological models, such as the Kelvin–Voigt model or the Maxwell model, are used very often to describe the dynamic behavior of VE dampers installed on various types of civil structures. For example, the Kelvin–Voigt model is used in papers [2,3,22–24], while the Maxwell model is used in papers [2,3,25–28]. The Kelvin–Voigt model consists of the spring and the dashpot connected in parallel, while the Maxwell model is built from the serially connected spring and dashpot. The discussed simple rheological models have a small number of parameters but do not have enough parameters to accurately capture the frequency dependence of damper parameters. More sophisticated classical rheological models which, however, contain many parameters, can be used to correctly describe the dynamic behavior of VE dampers. Models of this kind are developed in [6,7].

The next group of models used to describe the behavior of VE dampers are the fractional derivative models. Using the fractional calculus, a number of rheological models, e.g., the fractional Kelvin–Voigt model [32], the fractional Zener model [10,11], the fractional Jeffreys model [12], or the fractional Maxwell model [17] can be developed. It has been proved in [4,15] that the fractional derivative models can better capture the frequency dependent properties of VE dampers. The simple fractional models discussed in [4,13,15] are sufficient to correctly capture the VE dampers properties. These models contain only a few parameters but the dynamic analysis requires knowledge of the fractional calculus.

The simple Kelvin–Voigt model seems to be more appropriate to describe the solid dampers behavior, while the simple Maxwell model is mainly used to describe the liquid dampers behavior. Recently, it has been shown in [6] that both the generalized Kelvin model and the generalized Maxwell model are also useful models of the solid VE damper.

One important problem, considered here and connected with these models, is how to determine model parameters from experimental data in an efficient way. This problem is solved in this Section for the fractional Kelvin–Voigt model and the fractional Maxwell model.

#### 2.1. Fractional models equation of motion and the steady state solution to the motion equation

In order to construct the fractional models equation of motion, we introduce the fractional element called the springpot which satisfies the constitutive equation:

\[
\dot{u}(t) = cD_0^\alpha u(t) = cD_0^\alpha D_0^\beta u(t),
\]

where \( \alpha = c^2 \) and \( 0 < \alpha \leq 1 \), are the springpot parameters and \( D_0^\alpha u(t) \) is the fractional derivative of the order \( \alpha \) with respect to time \( t \). There are a few definitions of fractional derivatives which coincide under certain conditions. Here, symbols such as \( D_0^\alpha u(t) \) denote the Riemann–Liouville fractional derivatives with the lower limit at \( -\infty \) (see [34]). Some valuable information about fractional calculus can be found in [34].

The springpot element, also known as the Scott–Blair’s element (see [33]), is schematically shown in Fig. 1a. The considered element can be understood as an interpolation between the spring element \( (\alpha = 0) \) and the dashpot element \( (\alpha = 1) \).

The fractional Kelvin–Voigt model consists of the spring and the springpot connected in parallel, while the fractional Maxwell model is built of the serially connected spring and springpot. These models are shown schematically in Fig. 1b and c, respectively.

The motion equation of the above mentioned fractional Kelvin–Voigt model, obtained in a usual way, is in the following form:

\[
u(t) = kq(t) + k\tau^\alpha D_0^\alpha q(t),
\]

where \( \tau^\alpha = c^\alpha /k = c/k \).

The following relationships can be written for the fractional Maxwell model (Fig. 1c):

\[
u(t) = kq(t), \quad u(t) = cD_0^\alpha (q(t) - q_i(t)).
\]

Eliminating \( q_i(t) \) from the above relationships, we get the equation in the form:

\[
u(t) + \tau^\alpha D_0^\alpha u(t) = k\tau D_0^\alpha q(t).
\]

It is easy to recognize that both of the considered fractional models have three real and positive value parameters: \( k, \tau, \) and \( \alpha \).

In the case of a harmonically excited damper, i.e. when \( q(t) = q_0 \exp(i\omega t) \), the steady state solution of the motion equation of both of the fractional models is assumed in the form:

\[
u(t) = u_0 \exp(i\omega t).
\]

Taking into account that in our case (see [34, p. 311])

\[
D_0^\alpha \exp(i\omega t) = (i\omega)^\alpha \exp(i\omega t),
\]

for \( \lambda > 0 \), we obtain the following equations

\[
u_0 = k[1 + (i\tau \lambda)^\alpha] q_0, \quad u_0 = k \frac{(i\tau \lambda)^\alpha}{1 + (i\tau \lambda)^\alpha} q_0.
\]
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The non-dimensional frequency is defined as

$$\omega = \frac{\omega_0}{\omega_0}$$

when the parameter $$\omega_0$$ is the constant function of $$\omega$$. An opposite tendency is evident for $$\omega_0 > 1$$. The function of the loss modulus could be flat (for instant when $$\omega = 0.4$$). Moreover, $$\gamma_0 = \tan(\omega_0/2)$$ which means that the loss factor has a finite value for $$\omega = 0$$. This is an important difference in comparison with the loss factor function of the classic Maxwell model of which the values approach infinity if $$\omega$$ approaches zero and in comparison with the both versions of the Kelvin–Voigt model for which the loss factor is equal to zero for $$\omega = 0$$.

According to results presented by Lion in [35] the fractional rheological models fulfill the second law of thermodynamics when values of the storage modulus $$K'(\omega)$$ and the loss modulus $$K''(\omega)$$, given by formulae (10)–(13), are positive for all possible values of frequency of excitation $$\omega$$. It can easily be demonstrated that both models fulfill the second law of thermodynamics when $$0 < \omega < 1$$, $$\omega > 0$$ and $$k > 0$$.

If the damper displacement varies harmonically in time and is described using the trigonometric functions, i.e.:

$$q(t) = q_c \cos \omega t + q_s \sin \omega t,$$

the steady state solution to the fractional Kelvin–Voigt model equation of motion (2) is given by

$$u(t) = u_c \cos \omega t + u_s \sin \omega t,$$

where

$$\begin{align*}
q_c &= \phi_1 q_1 + \phi_2 q_2, \quad q_s = -\phi_2 q_1 + \phi_1 q_2, \\
\phi_1 &= k + c \omega^2 \cos(\omega d/2), \quad \phi_2 = c \omega^2 \sin(\omega d/2).
\end{align*}$$

The steady state solution to the equation of motion (4) of the fractional Maxwell model is also given by (16) and (17) and the coefficients $$q_c$$, $$q_s$$, $$u_c$$ and $$u_s$$ are interrelated in the following way:

$$q_c = \phi_1 u_c - \phi_2 u_s, \quad q_s = \phi_2 u_c + \phi_1 u_s,$$

where

$$\begin{align*}
\phi_1 &= \frac{1}{k(\omega_d)^2} \left[ (\omega_d)^2 + \cos \frac{\omega d}{2} \right], \quad \phi_2 = \frac{1}{k(\omega_d)^2} \sin \frac{\omega d}{2}.
\end{align*}$$

### 2.2. Hysteresis loops of the damper models

The equation of the hysteresis loops of the fractional Kelvin–Voigt model could be derived if the damper’s kinematical excitation is given by

$$q(t) = q_0 \sin \omega t.$$
Taking into account that (see [34, p. 311])

\[ D_\alpha^t q(t) = i^\delta q_0 \sin(\delta t + (\alpha \pi / 2)), \]  

(23)

and introducing (22) and (23) into Eq. (2) we can write

\[ u(t) = k[1 + (\tau \lambda)^3 \cos(\alpha \pi / 2)]q_0 \sin \delta t + k(\tau \lambda)^2 q_0 \sin(\alpha \pi / 2) \cos \delta t. \]  

(24)

Next, using (22) and the identity \( \sin^2(\alpha \pi / 2) + \cos^2(\alpha \pi / 2) = 1 \), we can rewrite (24) in the form of the following equation

\[ \left\{ \frac{u(t) - k[1 + (\tau \lambda)^3 \cos(\alpha \pi / 2)]q_0}{k(\tau \lambda)^2 q_0 \sin(\alpha \pi / 2)} \right\}^2 + \left\{ \frac{q(t)}{q_0} \right\}^2 = 1, \]  

(25)

which describes the first version of the hysteresis loop of the fractional Kelvin–Voigt model.

Derivation of the second version of the hysteresis loop started with an assumption that the damper’s displacement is described by

\[ q(t) = q_0 \sin(\delta t - (\alpha \pi / 2)), \]  

(26)

which means that

\[ D_\alpha^t q(t) = i^\delta q_0 \sin \delta t. \]  

(27)

Introducing relationship (26) into the motion Eq. (2) we can write

\[ u(t) - k^\tau D_\alpha^t q(t) = kq_0[\sin \delta t \cos(\alpha \pi / 2) - \cos \delta t \sin(\alpha \pi / 2)]. \]  

(28)

Using (27) it is possible to write the second version of the hysteresis loop equation in the following form:

\[ \left\{ \frac{u(t) - k^\tau [1 + (\tau \lambda)^3 \cos(\alpha \pi / 2)]D_\alpha^t q(t)}{kq_0 \sin(\alpha \pi / 2)} \right\}^2 + \left\{ \frac{D_\alpha^t q(t)}{\delta q_0} \right\}^2 = 1. \]  

(29)

In a case of the classical Kelvin–Voigt model we have:

\[ \left\{ \frac{u(t) - kq(t)}{iq_0} \right\}^2 + \left\{ \frac{q(t)}{q_0} \right\}^2 = 1, \]  

(30)

\[ \left\{ \frac{u(t) - cq(t)}{kq_0} \right\}^2 + \left\{ \frac{q(t)}{iq_0} \right\}^2 = 1, \]  

instead of (25) and (29).
Let us now proceed to developing the equation describing the hysteresis loop of the fractional Maxwell model. The excitation is given by
\[ u(t) = u_0 \sin \omega t, \]  
which means that
\[ D_\tau^\alpha u(t) = \lambda_0 u_0 \sin(\omega t + (\omega \pi/2)). \]  
Introducing (32) into the motion Eq. (4) we obtain the following relationship
\[ u(t) - k \tau^\alpha D_\tau^\alpha q(t) = -((\omega \pi/2))^2 u_0 [\sin \omega t \cos(\omega \pi/2) + \cos \omega t \sin(\omega \pi/2)], \]
which could be rewritten as
\[ \left(\frac{k \tau^\alpha D_\tau^\alpha q(t) - [1 + (\omega \pi/2)^2] u_0]}{u_0 \sin(\omega \pi/2)}\right)^2 + \left(\frac{u(t)}{u_0}\right)^2 = 1. \]  
This is the first version of the hysteresis loop equation of the fractional Maxwell model.

To obtain the second version of the hysteresis loop equation the motion Eq. (4) must be fractionally integrated. This operation is formally defined in [34] and here it will be denoted using the symbol $D_\tau^\alpha u(t)$ if the function $u(t)$ is integrated. Moreover, it can be demonstrated that $D_\tau^\alpha (D_\tau^\alpha u(t)) = u(t)$.

After the fractional integration of Eq. (4) we obtain
\[ D_\tau^\alpha u(t) + \tau^\alpha u(t) = k \tau^\alpha q(t). \]  
Now, if $u(t)$ is given by (31) then
\[ D_\tau^\alpha (u_0 \sin \omega t) = u_0 \lambda_0 \tau^\alpha \sin(\omega t - (\omega \pi/2)). \]  
Introducing (31) into (4) we can write Eq. (35) in the form:
\[ k(\tau \lambda)^2 q(t) - ((\tau \lambda)^2 u(t) = u_0 [\sin \omega t \cos(\omega \pi/2) - \cos \omega t \sin(\omega \pi/2)]. \]  
Next, with the help of relationships (31) and $\sin^2(\omega \pi/2) + \cos^2(\omega \pi/2) = 1$ we can transform the above equation to
\[ \left(\frac{k(\tau \lambda)^2 q(t) - [(\tau \lambda)^2 + \cos(\omega \pi/2)u(t)]}{u_0 \sin(\omega \pi/2)}\right)^2 + \left(\frac{u(t)}{u_0}\right)^2 = 1, \]
which is the second version of the hysteresis loop equation searched for.

It is obvious that, for the classical Maxwell model ($\alpha = 1$) we obtain:
\[ \left(\frac{\tau q(t) - u(t)}{\tau lu_0}\right)^2 + \left(\frac{u(t)}{u_0}\right)^2 = 1, \quad ((\tau \lambda)^2) \left[\frac{ku_0 \sin(\omega \pi/2)}{u_0}\right]^2 + \left(\frac{u(t)}{u_0}\right)^2 = 1, \]
instead of (34) and (38), respectively.

The hysteresis loops of the fractional Kelvin–Voigt model and the fractional Maxwell model are shown in Figs. 4 and 5, respectively, for different values of $\alpha$ and for $k = 1,000,000.0$ N/m, $c = 1,000,000.0$ Ns/m, $\omega = 10.0$ rad/s. It is evident that for both models the damper’s damping abilities decrease as the values of $\alpha$ decrease.

3. General remarks concerning identification methods

The problem of determination of the parameters of the fractional derivative rheological models is, more or less extensively, discussed in papers [10,13,17,20,21,37–40]. In two papers [10,13], Pritz describes the method of parameters identification of two fractional derivative rheological models with four and five parameters, respectively. The method utilizes some asymptotic properties of the storage and loss modulus functions, experimen-
tally obtained over a certain range of excitation frequencies. However, no systematic procedure of identification is presented. Similar methods are developed in [20,38] where more detailed description of identification procedure is also presented. The above mentioned methods require experimental data from a large range of excitation frequencies. Very recently, in paper [39], the identification procedure of parameters of fractional derivative model of viscoelastic materials is also presented. The method uses an optimization procedure together with the experimentally and numerically obtained frequency response functions to determine the parameters of the considered model VE materials. The differences between the measured and calculated frequency response functions are minimized in order to estimate the true values of the searched parameters. Moreover, the least squares method, in which the error between the model and the experimental complex modulus $K'(\omega), K''(\omega) = K'(\omega) + iK''(\omega)$ is minimized in order to obtain the parameters of the fractional model of viscoelastic materials is suggested in [21,37,40]. Unfortunately, details of the used least squares method are presented in [40] only.

There are many papers containing a description of the method of identification of parameters of the classic rheological models of VE materials and VE dampers. In paper [4] Park used the Prony series together with the least squares method to determine parameters of the generalized Maxwell model of the VE solid and the VE liquid damper. The normalized error between the experimentally obtained and the calculated complex modulus is minimized. The optimization problem is linear because the number of Prony series and the relaxation times are fixed. The least square method is also used in [6] to determine the parameters of two mechanical models of VE dampers. The models are the Kelvin chain and the Maxwell ladder. Some information concerning identification of the parameters of the so-called GHM model and the ADF model used for modeling viscoelastic materials are presented in [41]. The advanced numerical methods for parameter identification of VE materials are presented in [8,9,42] where the least squares method together with the regularization technique is used to solve the considered identification problem.

In this paper, the parameters of the fractional Kelvin model and the fractional Maxwell model are determined using results of dynamic tests. The proposed identification methods differ substantially in comparison with the previously mentioned ones. First of all, instead of using the experimentally obtained complex modulus the suggested methods utilize the measured steady state responses of damper. The previous methods, presented in [10,13,20,38], require experimental data from a large range of excitation frequency while the suggested methods could be also used when data are available only from a narrow range of excitation frequency. Moreover, the error functional minimized in the least squares method and adopted in our identification methods is different from one used in previous papers. The results of calculation show that the proposed methods are not sensitive to measurements noises and, therefore, it is not necessary to use regularization techniques. Additionally, a detailed description of the proposed identification method and the identification procedure are presented.

Three kinds of identification methods are suggested in this paper to determine parameters of the fractional Kelvin–Voigt model and the fractional Maxwell model. Each identification procedure consists of two main steps. In the first step, for the given frequencies of excitation, experimentally obtained data are approximated by simple harmonic functions while model parameters are determined in the second stage of the identification procedure.

4. Identification of model parameters for fractional Kelvin–Voigt model

4.1. Identification procedures based on hysteresis loop (first method)

First of all, the first kind method based on the hysteresis loop and applied to the fractional Kelvin–Voigt model will be described.
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Eq. (25) seems to be more useful in comparison with (29). If, for the given frequency of excitation and \( t = t_1 \), we have \( q(t_1) = q_0 > 0 \) and \( u(t_1) = u_0 > 0 \) then from Eq. (25) it follows

\[
k[1 + (\pi x)^2 \cos(\pi x/2)] = k + c x^2 \cos(\pi x/2) = u_0/q_0.
\]  

(40)

Moreover, for \( t = t_2 \) when \( q(t_2) = 0 \) and \( u(t_2) = u_2 > 0 \) from (25) we obtain

\[
k(x^2 \sin(\pi x/2)) = c x^2 \sin(\pi x/2) = u_2/q_0.
\]  

(41)

For a given frequency \( \lambda \), relationships (40) and (41) constitute a set of two nonlinear equations with three unknowns: \( k, c, x \) or \( k, t, x \). The quantities \( u_1, u_2 \) and \( q_0 \) have clear physical meanings and their values can easily be obtained from the experimental data. Alternatively, these quantities could be calculated from trigonometric functions \((A1)\) and \((A6)\) used for the approximation of experimental data. Details are given in Appendix A. For a given \( \lambda \), the above set of equations are linear with respect to \( k \) and \( c \).

During experiments the damper is several times harmonically excited and in each case the excitation frequency, denoted here as \( \lambda_i \), \( i = 1, 2, ..., n \), is different. The steady state response of the damper is measured, which means that the experimental damper displacements \( q(t) \) and the experimental damper forces \( u(t) \) approximate the functional data are known for each excitation frequency \( \lambda_i \). Moreover, the above mentioned quantities, such as \( u_1, u_2 \) and \( q_0 \) can easily be determined for each excitation frequency. These quantities obtained from experimental data are denoted as \( u_{11}, u_{22} \) and \( q_{00} \).

Now it is assumed that resulting quantities \( u_{11}, u_{22} \) and \( q_{00} \) approximately fulfill relationships (40) and (41). For each excitation frequency we can write

\[
r_1 = k + c x^2 \cos(\pi x/2) - u_{11}/q_{00} \approx 0,
\]  

(42)

\[
s_1 = c x^2 \sin(\pi x/2) - u_{22}/q_{00} \approx 0,
\]  

(43)

where \( i = 1, 2, ..., n \). Symbols \( r_1 \) and \( s_1 \) denote residuals obtained after introducing \( u_{11}, u_{22} \) and \( q_{00} \) into (42) and (43).

The above equations constitute a set of overdetermined nonlinear equations with respect to \( k, c \) and \( x \). A pseudo-solution to the above system of equations is chosen in such a way that it minimizes the following functional

\[
J_{k,c,x}(k, c, x) = \sum_{i=1}^{n} [r_i^2 + s_i^2].
\]  

(44)

If we assume that the parameter \( x \) is known, then stationary conditions:

\[
\frac{\partial J_{k,c,x}(k, c, x)}{\partial k} = 0, \quad \frac{\partial J_{k,c,x}(k, c, x)}{\partial c} = 0.
\]  

(45)

give us the following set of equations, which are linear with respect to \( k \) and \( c \)

\[
kn + c \sum_{i=1}^{n} x_i^2 \cos(\pi x_i/2) = \sum_{i=1}^{n} u_{1i}/q_{0i},
\]  

\[
k \sum_{i=1}^{n} x_i^2 \cos(\pi x_i/2) + c \sum_{i=1}^{n} x_i^2 = \sum_{i=1}^{n} x_i^2 \left[ \frac{u_{1i}}{q_{0i}} \cos(\pi x_i/2) + \frac{u_{2i}}{q_{0i}} \sin(\pi x_i/2) \right].
\]  

(46)

The right value of \( x \) is obtained using the systematic searching method. The set of values of \( x \), denoted as \( x_{j}(j = 1, 2, ..., m) \), where \( q_j = x_{j+1} + A \) is chosen from a given range of \( x \). For each \( x_j \) the corresponding values of \( k \) and \( c \) (denoted as \( k_j \) and \( c_j \)) are determined from (46) and the value of functional (44) is calculated. These values of \( x_j, k_j \) and \( c_j \) for which the functional (44) has a minimum value are the searched parameters of the fractional Kelvin–Voigt damper model.

4.2. Identification procedures based on time series data (second and third method)

The identification procedure based on time series data is also developed. The second-kind method will be described first. The experimentally measured damper displacement is approximated using the harmonic function \((A1)\). The parameters \( q_i \) and \( \phi_i \) are obtained from the set of (A3).

Moreover, it is assumed that the experimentally obtained steady state solution represented by the harmonic function \((A1)\) approximately fulfills the steady state Eq. (18) of the fractional Kelvin model where \( q_i \) and \( \phi_i \) are introduced in a place of \( q \) and \( \phi \), respectively.

Now, for a given excitation frequency \( \lambda \), the quantities \( \phi_1 \) and \( \phi_2 \), appearing in (18), are determined as described below. The right values of \( \phi_1 \) and \( \phi_2 \) are the ones which minimize the functional

\[
J_{\phi_1,\phi_2}(\phi_1, \phi_2) = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} (u(t) - u(t))^2 dt.
\]  

(47)

considered here as the functional of \( \phi_1 \) and \( \phi_2 \). Stationary conditions of the above-mentioned functional give us the following linear equations with respect to \( \phi_1 \) and \( \phi_2 \)

\[
a_{11} \phi_1 + a_{12} \phi_2 = b_1, \quad a_{21} \phi_1 + a_{22} \phi_2 = b_2,
\]  

(48)

where coefficients \( a_{11}, a_{12}, a_{21}, a_{22}, b_1 \) and \( b_2 \) are given by

\[
a_{11} = \tilde{q}_c^2 I_{cc} + 2\tilde{q}_c \tilde{q}_I c + \tilde{q}_I^2 c, \quad a_{12} = a_{21} = \tilde{q}_c \tilde{q}_I (I_{cc} - I_{c}) + (\tilde{q}_c^2 - \tilde{q}_I^2) c, \quad a_{22} = \tilde{q}_I^2 c - 2\tilde{q}_c \tilde{q}_I c + \tilde{q}_I^2 c,
\]  

(49)

\[
b_1 = \tilde{q}_I I_{cs} - 2\tilde{q}_c \tilde{q}_I c + \tilde{q}_I c, \quad b_2 = -\tilde{q}_I I_{cs} + \tilde{q}_I c.
\]  

(50)

The solution to Eq. (48) is

\[
\phi_1 = \frac{b_1 a_{22} - b_2 a_{12}}{a_{11} a_{22} - a_{12} a_{21}}, \quad \phi_2 = \frac{-b_1 a_{21} + b_2 a_{11}}{a_{11} a_{22} - a_{12} a_{21}}.
\]  

(53)

During experiments, the data are measured for different excitation frequencies \( \lambda_i \), \( i = 1, 2, ..., n \) and subsequently the values of \( \phi_1 \) and \( \phi_2 \), denoted now as \( \phi_{1i} \) and \( \phi_{2i} \), respectively, are calculated from (48) or (53). For each particular excitation frequency \( \lambda_i \) the following equations, very similar to (42) and (43), could be written:

\[
r_i = k + c x_i^2 \cos(\pi x_i/2) - \phi_{1i} = 0, \quad s_i = c x_i^2 \sin(\pi x_i/2) - \phi_{2i} = 0.
\]  

(54)

The solutions to a set of overdetermined equations (i.e. Eq. (54) written for \( i = 1, 2, ..., n \)) are found in a similar way as in the first identification procedure described above. The searched pseudo-solution minimizes the functional (44) with \( r_i \) and \( s_i \) defined by formulae (54). For a given value of \( x \), the parameters \( k \) and \( c \) fulfill the equations

\[
k \sum_{i=1}^{n} x_i^2 \cos(\pi x_i/2) + c \sum_{i=1}^{n} x_i^2 = \sum_{i=1}^{n} x_i^2 \left[ \phi_{1i} \cos(\pi x_i/2) + \phi_{2i} \sin(\pi x_i/2) \right].
\]  

(55)

and the parameter \( x \) is obtained with the help of the systematic searching method described earlier in this paper. One can see that Eq. (55) are very similar to Eq. (46).
Please note, in this procedure only the data concerning the damper displacement \( q_i(t) \) are approximated using the trigonometric function.

The second identification procedure based on in-time data series (called here the third-kind method) will also be formulated for the fractional Kelvin–Voigt model. In this procedure, experimentally measured variations of both the damper force and the damper displacement are approximated using the harmonic functions (A1) and (A6), respectively. Moreover, it is assumed that Eq. (18) are approximately fulfilled when \( q_i, q_i, u_i, \) and \( u_i \) are introduced in a place of \( q, q, u, \) and \( u \), respectively. Now, from Eq. (18) we obtain

\[
\varphi_1 = \frac{q_i u_i + q_i u_i}{t^2 + q_i^2}, \quad \varphi_2 = \frac{q_i u_i - q_i u_i}{t^2 + q_i^2}.
\]

(56)

The quantities \( \varphi_1 \) and \( \varphi_2 \) obtained for a particular frequency of vibration \( \omega_i \), will be denoted as \( \varphi_{1i} \) and \( \varphi_{2i} \), respectively. For a given set of excitation frequencies \( \omega_i, (i = 1, 2, ..., n) \), the overdetermined set of Eq. (54) could be written.

The values of model parameters \( k, c \) and \( x \) are chosen in such a way that the functional (44) will be minimized (\( r_i \) and \( s_i \) are defined by relationships (54)). The procedure described in this subsection could be used without being modified at all. The right value of \( x \) is obtained using the systematic searching method and the values of the associated parameters \( k \) and \( c \) are determined from the set of Eq. (55).

It is easy to notice that both of the methods described above differ only in the way \( \varphi_{1i} \) and \( \varphi_{2i} \) are calculated.

5. Identification of model parameters for fractional Maxwell model

5.1. Identification procedures based on hysteresis loop (first method)

A similar method to the one described in Section 4.1 is developed for the fractional Maxwell model. For a given excitation frequency \( \omega \) and \( t = t_1 \), when \( u(t_1) = u_0 > 0 \) and \( q(t_1) = q_1 > 0 \), from Eq. (38) we obtain:

\[
k(\tau)^2 q_1 - (\tau)^2 u_0 - u_0 \cos(\pi/2) = 0.
\]

(57)

which could also be written in the form:

\[
k\omega^2 q_1 - \tau \omega^2 u_0 - u_0 \cos(\pi/2) = 0.
\]

(58)

Moreover, at \( t = t_2 \) when the state of the damper is described by \( u(t_2) = 0 \) and \( q(t_2) = q_2 < 0 \), from the hysteresis loop Eq. (38) it follows:

\[
k(\tau)^2 q_2 + u_0 \sin(\pi/2) = 0.
\]

(59)

which subsequently could be rewritten in the form:

\[
k\omega^2 q_2 + u_0 \sin(\pi/2) = 0.
\]

(60)

If we have experimental data for a given set of excitation frequencies \( \omega_i, (i = 1, 2, ..., n) \) then the following set of equations (with respect to \( c, \tau \) and \( x \))

\[
\tilde{r}_i = C_x q_{i11} - \tau \tilde{q}_i u_{i1} - u_0 \cos(\pi/2) = 0,
\]

\[
\tilde{s}_i = C_x q_{i2} + u_0 \sin(\pi/2) = 0.
\]

(61)

could be written.

As in the previous model, a pseudo-solution to the above set of equations is chosen as one which minimized the functional:

\[
\tilde{J}_M(c, \tau, x) = \sum_{i=1}^n \tilde{r}_i^2 + \tilde{s}_i^2.
\]

(62)

If we assume that the parameter \( x \) is known, the stationary conditions of (62) give us the following system of equations:

\[
\sum_{i=1}^n \tilde{q}_i^2 q_{i1} + \tilde{q}_i^2 q_{i1} - \tau \sum_{i=1}^n \tilde{q}_i^2 q_{i1} - \sum_{i=1}^n \tilde{q}_i^2 q_{i1} q_{i1} = 0,
\]

\[
\sum_{i=1}^n \tilde{q}_i^2 q_{i1} + \tau \sum_{i=1}^n \tilde{q}_i^2 q_{i1} - \sum_{i=1}^n \tilde{q}_i^2 q_{i1} q_{i1} = 0.
\]

(63)

For particular values of \( x \), the values of damper parameters resulting from (61) could be negative. These solutions do not have physical meaning and must be rejected.

As described in Section 4.1, the right value of \( x \) is obtained using the method of systematic searching. The values of \( x, \tau \) and \( c \) for which the functional (62) has a minimum value are the searched parameters of the fractional Maxwell model.

5.2. Identification procedures based on time series data (second and third method)

In the second-kind method, for the given frequency of excitation experimental measured damper force \( u_i(t) \) is approximated using function (A6) where \( u_i, \) and \( u_i \) are determined from Eq. (A8). The steady state solution to the equation of motion (4) is given by (16) and (17) and the coefficients \( q, q, u, u \) are interrelated as it is given by relation (20).

Next, \( u_i, \) and \( u_i \) obtained from the experimental data and for the given frequency of excitation \( \lambda \), are introduced in relationships (20) in the place of \( u_i, \) and \( u_0 \) and the functional

\[
J_M(\phi_1, \phi_2) = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} [q_i(t) - q(t)]^2 dt,
\]

(64)

is minimized with respect to \( \phi_1 \) and \( \phi_2 \). The stationary conditions of this functional give us the following set of equations:

\[
a_{11} \phi_1 + a_{12} \phi_2 = b_1, \quad a_{21} \phi_1 + a_{22} \phi_2 = b_2,
\]

(65)

where

\[
a_{11} = I_1 \tilde{u}_1 + 2 \tilde{u}_1 \tilde{u}_1 I_{1c} + \tilde{u}_1 \tilde{u}_1 I_{2c}, \quad a_{12} = \tilde{u}_1 \tilde{u}_1 I_{2c} - 2 \tilde{u}_1 \tilde{u}_1 I_{1c} + \tilde{u}_1 \tilde{u}_1 I_{3c},
\]

(66)

\[
a_{21} = a_{12}, \quad a_{22} = (\tilde{u}_1 - \tilde{u}_1 I_{1c}) \tilde{u}_1 + \tilde{u}_1 \tilde{u}_1 (I_{1c} - I_{2c}),
\]

(67)

\[
b_1 = \tilde{u}_1 I_{1q} + \tilde{u}_1 I_{1q}, \quad b_2 = \tilde{u}_1 I_{1q} - \tilde{u}_1 I_{1q}.
\]

(68)

The values \( I_{1c}, I_{2c}, I_{3c} \) are determined by the relationships (A4) and \( I_{1q}, I_{2q}, I_{3q} \) by (A5).

The values of \( \phi_1 \) and \( \phi_2 \), determined from the set of Eq. (65), is given by

\[
\phi_1 = \frac{b_1 a_{11} - b_2 a_{12}}{a_{11} a_{22} - a_{12} a_{21}}, \quad \phi_2 = -\frac{b_1 a_{21} + b_2 a_{22}}{a_{11} a_{22} - a_{12} a_{21}}.
\]

(69)

The model parameters \( c, k, \) and \( x \) will be determined using the least-squares method. As previously, the error functional (62), where

\[
r_i = \frac{1}{C_x} \tilde{r}_i - \frac{\pi}{2} \phi_1, \quad s_i = \frac{1}{C_x} \tilde{s}_i - \frac{\pi}{2} \phi_2,
\]

(70)

is minimized with respect to model parameters. The residuals \( r_i \) and \( s_i \) are obtained from relationships (21) after introducing \( \lambda \) instead of \( \lambda \) and taking into account that (21) could only approximately be satisfied. As previously, the index \( i \) of such quantities as \( \phi_1 \) emphasizes their dependence on the \( i \)-th frequency of excitation used in the experiments.
The parameter $\alpha$ is determined with the help of the searching method described earlier, while the values of $c$ and $k$ are obtained from the following set of equations:

\[
\begin{align*}
 nk + c \sum_{i=1}^{n} \lambda_i^{-2} \cos(x\pi/2) &= \sum_{i=1}^{n} \phi_{1i}, \\
 k \sum_{i=1}^{n} \lambda_i^{-2} \cos(x\pi/2) + c \sum_{i=1}^{n} \lambda_i^{-2}\lambda_i^{-2} &= \sum_{i=1}^{n} \lambda_i^{-2}\phi_{1i} \cos(x\pi/2) + \phi_{2i} \sin(x\pi/2),
\end{align*}
\]

(71)

where $k = 1/k$ and $\epsilon = 1/c$.

The third-kind method, applied to the fractional Maxwell model, utilizes the functions $\tilde{q}(t)$ and $\tilde{u}(t)$, described, for $i = i_0$, by relationships (A1) and (A6). The parameters $\tilde{u}_{c1}, \tilde{u}_{c2}, \tilde{q}_{c1}$ and $\tilde{q}_{c2}$ introduced now in a place of $\tilde{u}_{c}, \tilde{u}_{c2}, \tilde{q}_{c}$ and $\tilde{q}_{c}$, approximately fulfill the following equations

\[
\begin{align*}
 \tilde{q}_{ci} &= \phi_{1i} \tilde{u}_{ci} - \phi_{2i} \tilde{u}_{ci}, \\
 \tilde{q}_{ci} &= \phi_{2i} \tilde{u}_{ci} + \phi_{1i} \tilde{u}_{ci},
\end{align*}
\]

resulting from Eq. (20). From the equations above we have

\[
\phi_{1i} = \frac{\tilde{u}_{ci} - \tilde{u}_{ci}}{\tilde{u}_{ci}^{(2)} + \tilde{u}_{ci}^{(2)}}, \\
\phi_{2i} = \frac{\tilde{u}_{ci} - \tilde{u}_{ci}}{\tilde{u}_{ci}^{(2)} + \tilde{u}_{ci}^{(2)}}.
\]

(73)

Model parameters are determined with the help of the procedure described above, where the error functional (62) and the identical searching procedure together with relationships (70) and (71) are used.

For the fractional Maxwell model both of the methods described in this subsection differ only in the way $\phi_{1i}$ and $\phi_{2i}$ are calculated.

The reciprocal comparison of all proposed identification methods makes it possible to formulate the following remarks:

(a) as proved in Section 6, none of the proposed methods is sensitive to measurements noises,

(b) for both rheological models the second-kind method and the third-kind method differ only in the way in which $\phi_{1i}$ and $\phi_{2i}$ or $\phi_{1i}$ and $\phi_{2i}$ are calculated,

(c) the second-kind method analytically approximates experimental data obtained for the damper displacement (the Kelvin–Voigt model) or only for the damper force (in the case of the Maxwell model) while the third-kind method analytically approximates the experimental data for both the damper displacement and the damper force,

(d) similar calculation efforts are needed when each of the presented methods is used to identify the dampers parameters, and

(e) any existing differences between the discussed methods have no significant influence on the effectiveness of the methods and on the results of identification.

6. Algorithms of identification methods and results of typical calculation

6.1. Algorithms of identification methods

All of the identification procedures have some similarities which were mentioned, to some extent, in previous Subsections. Generally speaking, all algorithms consist of three steps. Approximation of the experimental data using the trigonometric functions is made in the first step. In the second step, some quantities, for example, $\phi_{1i}, \phi_{2i}, \phi_{1i}$ and $\phi_{2i}$ are calculated for all frequencies of excitation. Finally, the model parameters are determined in the third step. For the readers’ convenience, the flowcharts of all of the algorithms are presented in Figs. 6–8.
6.2. Results of typical calculation – the fractional Kelvin–Voigt model

The identification procedure described above is applied to artificial data. The artificial experimental steady state solutions are generated on the basis of the solution to the motion Eq. (2). These solutions are given by functions (16) and (17). If, for example, \( q_e = 0 \), then

\[
q(t) = q_t \sin \omega t, \quad u_1 = q_t k [1 + (\tau_\lambda)^\alpha \cos(\omega \pi/2)], \quad u_2 = q_t k (\tau_\lambda)^\alpha \sin(\omega \pi/2). \tag{74}
\]

The artificial data obtained from relationships (74) are modified by applying small, randomly inserted perturbations. The noise of 1% intensity of the damper force or the damper displacement are applied.

The following data are used to generate artificial experimental data: \( q_e = 0.001 \) m, \( q_e = 0 \), \( k = 2.90.000.0N/m \), \( c = 68.000.0Ns/m \), \( \alpha = 0.6 \), \( n = 9 \). The values of excitation frequencies \( \lambda_i \) chosen in this example and the values of \( u_{1i} \), \( u_{2i} \), and \( q_{ei} \) determined from the artificial data are given in Table 1.

After application of the identification procedure based on the hysteresis loop the following results are obtained: \( \alpha = 0.601 \), \( k = 2.899.936.0N/m \), \( c = 67.646.8Ns/m \), which is in good agreement with exact values. Results of calculation performed for different noise levels are presented in Fig. 9. It is easy to notice that the relative errors of values of \( \alpha \), \( k \), and \( c \) parameters are of the order of noises.

The third-kind method is also applied to artificial experimental data described above. The following results are obtained: \( \alpha = 0.609 \), \( k = 2.92.115.0N/m \), \( c = 64.984.0Ns/m \) when 3% noises are randomly introduced to artificial data. Relative errors of damper parameter values performed for different noise levels are shown in Fig. 10.

Very good results are obtained using the second-kind method. Following the method presented in [36], random noises is added to the artificial data \( u(t) \) and \( q(t) \) using the formulae:

\[
u_e(t) = u(t) + \varepsilon x(t) \sqrt{\text{var}(u(t))},
q_e(t) = q(t) + \varepsilon z(t) \sqrt{\text{var}(q(t))},
\]

where \( \varepsilon \) is the noise level, \( x(t) \) and \( z(t) \) are the standard distribution vectors with zero mean ant unit deviation, \( \text{var}(u(t)) \) and \( \text{var}(q(t)) \) are the variation of \( u(t) \) and \( q(t) \), respectively. Results of calculation performed for different noise levels are presented in Fig. 11. In the considered case, the influence of noises on damper parameters is very small.

The discussed fractional Kelvin–Voigt model was also used to determine the parameters of the small size VE damper. The damper consists of three steel plates and two layers made from viscoelastic material VHB 4959 manufactured by 3M. The thickness of each viscoelastic layer is 3 mm. A harmonically varying excitation with dif-

Table 1
Artificially generated experimental data.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Fractional Kelvin–Voigt model</th>
<th>Fractional Maxwell model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( q_0 ) (m)</td>
<td>( u_1 ) (N)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.991010e−3</td>
<td>366.564</td>
</tr>
<tr>
<td>1.0</td>
<td>0.991010e−3</td>
<td>414.464</td>
</tr>
<tr>
<td>2.0</td>
<td>1.004310e−3</td>
<td>471.856</td>
</tr>
<tr>
<td>4.0</td>
<td>1.005330e−3</td>
<td>548.610</td>
</tr>
<tr>
<td>6.0</td>
<td>1.000410e−3</td>
<td>637.696</td>
</tr>
<tr>
<td>8.0</td>
<td>0.990801e−3</td>
<td>702.286</td>
</tr>
<tr>
<td>10.0</td>
<td>0.997754e−3</td>
<td>761.647</td>
</tr>
<tr>
<td>12.5</td>
<td>1.007520e−3</td>
<td>834.779</td>
</tr>
<tr>
<td>15.0</td>
<td>0.991348e−3</td>
<td>902.471</td>
</tr>
</tbody>
</table>

Fig. 9. Relative errors of the \( \alpha \) parameter (small rhombs), the \( k \) parameter (small cross marks) and the \( c \) parameter (small triangles) versus the level of noises (the first-kind identification method applied to the Kelvin–Voigt fractional model).
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ferent excitation frequencies taken from the range 0.5–15.0 Hz is used during the experiments.

The Kelvin–Voigt model is adopted to describe the VE damper’s behaviour. At the beginning, the classical Kelvin–Voigt model, i.e. the fractional model with $\alpha = 1$, was used to determine the dampers parameters. In this case, the values of $k$ and $c$ parameters can be determined independently for each frequency of excitation from Eqs. (54). The results of calculation based on a times series are presented in Table 2 where values of the parameters $k$ and $c$ in dependence on the values of excitation frequency are given. As expected, the model parameters strongly depend on excitation frequency. A comparison of the experimentally obtained hysteresis curve with ones resulting from the identification procedure is made in Fig. 12 where the comparison is given for $\omega = 1.0$ Hz. The small cross marks show the experimental data while the solid line presents identification results. The very good agreement between the both curves is obvious.

The results obtained using the fractional Kelvin–Voigt model and the third-kind method will be briefly described. The following values of model parameters: $\alpha = 0.3755$, $k = 2603.1$ N/m and $c =$

<table>
<thead>
<tr>
<th>Frequency (rad/s)</th>
<th>$k$ (N/m)</th>
<th>$c$ (Ns/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.14</td>
<td>7303.1</td>
<td>14676.5</td>
</tr>
<tr>
<td>6.28</td>
<td>86615.5</td>
<td>9659.6</td>
</tr>
<tr>
<td>12.56</td>
<td>98416.0</td>
<td>5927.0</td>
</tr>
<tr>
<td>25.12</td>
<td>106055.0</td>
<td>3362.0</td>
</tr>
<tr>
<td>37.68</td>
<td>106111.0</td>
<td>2295.0</td>
</tr>
<tr>
<td>50.24</td>
<td>105254.0</td>
<td>1702.0</td>
</tr>
<tr>
<td>62.80</td>
<td>101254.0</td>
<td>1373.0</td>
</tr>
<tr>
<td>78.50</td>
<td>98644.0</td>
<td>1085.0</td>
</tr>
<tr>
<td>94.20</td>
<td>86823.0</td>
<td>851.0</td>
</tr>
</tbody>
</table>
30,333.9 Ns/m are obtained after application of the identification procedure. A comparison of the storage modulus resulting from the identification procedure (the solid line) with the storage modulus obtained experimentally (the small cross marks) is presented in Fig. 13. A similar comparison for the loss modulus is shown in Fig. 14. The presented results indicate that the three parameter fractional Kelvin–Voigt model could reasonably well describe the behaviour of solid VE dampers.
6.3. Results of typical calculation – the fractional Maxwell model

As previously, the identification procedure described above is applied to artificial data. The artificial experimental steady state solutions are generated on the basis of the solution to Eq. (4). If, for example, \( u_c = 0 \) and \( u_0 = u_s \), then

\[
q_2 = q_c = -\frac{u_0}{k(\tau\lambda)^x} \sin \frac{\pi x}{2},
\]

\[
q_1 = q_s = \frac{u_0}{k(\tau\lambda)^x} \left[ (\tau\lambda)^x + \cos \frac{\pi x}{2} \right].
\]

(76)

The artificial data are modified by applying small, randomly inserted perturbations.

The following data are used to generate artificial data: \( u_c = 0, \ u_s = u_0 = 300.0 \text{ N}, \ k = 290,000.0 \text{ N/m}, \ c = 68,000.0 \text{ Ns/m}, \ \alpha = 0.6, \ n = 9 \). The values of excitation frequencies chosen in this example and values of \( u_0, q_1, \) and \( q_2 \) are given in Table 1.

After application of the identification procedure of first-kind the following results are obtained: \( \alpha = 0.601, \ k = 290,469.0 \text{ N/m}, \ c = 67,786.2 \text{ Ns/m} \) which is in good agreement with exact values. The results of calculation performed for different noise levels (taken in the range of 0–5 %) are presented in Fig. 15. It is easy to no-
tice that the relative errors of values of $a$, $k$, and $c$ parameters are of the order of noises.

The third-kind method is also applied to the artificial experimental data. The following results are obtained: $a = 0.610$, $k = 2,84,543.0 \text{ N/m}$, $c = 68,096.0 \text{ Ns/m}$ when 3% noises are randomly introduced to artificial data. The results of calculations performed for different noise levels are shown in Fig. 16. Additionally, in Fig. 17 the plot functional $J_M$ (given by relationship (62)) of the fractional Maxwell model versus the parameter $a$ is presented for three levels of noises. In the range of values of interest of the parameter $a$ we have one minimum of the functional. Very similar results to those presented above are obtained using the second-kind method. Moreover, a similar plot to the one presented in Fig. 17 is obtained for the fractional Kelvin–Voigt model.

The results of calculations performed for artificial data showed that if the noise levels are not too high then all of the suggested methods of parameters identification are not sensitive to the noises. Errors in the values of the parameters obtained in the identification procedures are of the order of the noise levels.

The next step is to apply the identification procedure to real experimental data. The experimental data presented by Makris and Constantinou [17] are chosen and used in this example. In their investigations, Makris and Constantinou were using a damper manufactured by GERB Schwingungsisolierungen GmbH & Co. KG. The following values of parameters of the fractional Maxwell model are determined: $a = 0.77$, $k = 503.350 \text{ kN/m}$, $c = 13.823 \text{ kNs/m}$. In Figs. 18 and 19 a comparison of the experimental and approximated storage modulus $K'$ and the loss modulus $K''$ is presented. The values of $K'$ and $K''$ resulting from the identification procedure are calculated from relationships (12) and (13). The presented model works satisfactorily. The identification procedure of the parameters of the fractional Maxwell model is simple, well applicable and efficient.

Fig. 16. Relative errors of the $a$ parameter (small rhombs), the $k$ parameter (small cross marks) and the $c$ parameter (small triangles) versus the level of noises (the third-kind identification method applied to the Maxwell fractional model).

Fig. 17. Error functional $J_M$ of the fractional Maxwell model versus the $a$ parameter for artificial data with noise intensities of 3%, 5% and 10%.
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7. Concluding remarks

A family of parameters identification methods for the Kelvin–Voigt and the Maxwell fractional models are proposed in the paper. Three kinds of identification methods are suggested to determine three parameters of the fractional Kelvin–Voigt model and the fractional Maxwell model. Each identification procedure consists of two main steps. In the first step, for the given frequencies of excitation, experimentally obtained data are approximated by simple harmonic functions while model parameters are determined in the second stage of the identification procedure. The parameters of fractional models are determined using results from dynamical tests. The suggested identification methods differ substantially in comparison with previously proposed method. Rather than using the experimentally obtained complex modulus, the discussed methods directly utilize the measured steady state responses of damper. The methods could be also used when data are available only from a narrow range of excitation frequency. The results of calculation show that the proposed methods are not sensitive to the measurement noises and, therefore, it is not necessary to use regularization techniques. Similar calculation efforts are needed when each of the presented methods are used to identify the dam-

![Fig. 18. Storage modulus – fluid damper.](image1)

![Fig. 19. Loss modulus – fluid damper.](image2)
per parameters and the existing differences between the discussed methods have no significant influence of the effectiveness of the methods and on results of identification. All of the proposed identification procedures are simple, well applicable and efficient. Moreover, hysteresis loop equations are derived for both models. Some properties of the hysteresis curves are used to develop one of the identification procedures. The validity and effectiveness of the identification procedures have been successfully tested using both artificially generated and real experimental data. It was found that they are real VE dampers to which this model can be fitted with a satisfactory accuracy.
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Appendix A. Approximation of experimental data by trigonometric functions

In this Appendix A we assume that, during the experimental tests, two output functions \( u(t) \) (function of force in a time domain) and \( q(t) \) (function of displacement in a time domain) which represent the steady state behavior of damper were obtained. Both functions could be approximated using simple trigonometric functions, as described below. Two procedures of the parameters identification based on time series data are presented in this Subsection.

Experimentally measured displacements of the damper are approximated using the function:

\[
\tilde{q}(t) = \tilde{q}_{c} \cos \omega t + \tilde{q}_{s} \sin \omega t.
\]  

(A1)

Using the least-square method, parameters \( \tilde{q}_{c} \) and \( \tilde{q}_{s} \) of function (A1) are determined. This method requires minimization of the following functional:

\[
I_{c}(\tilde{q}_{c}, \tilde{q}_{s}) = \frac{1}{t_{2} - t_{1}} \int_{t_{1}}^{t_{2}} (q(t) - \tilde{q}(t))^{2} dt.
\]  

(A2)

where the symbols \( t_{1} \) and \( t_{2} \) denote the beginning and the end of the time range in which the damper’s displacements were measured. Part of the measuring results related to steady state vibration are used as data in this identification procedure. From the stationary conditions of the functional (A2), the following system of equations with respect to parameters \( \tilde{q}_{c} \) and \( \tilde{q}_{s} \) are received:

\[
I_{c}\tilde{q}_{c} + I_{s}\tilde{q}_{s} = I_{c1}, \quad I_{c}\tilde{q}_{c} + I_{s}\tilde{q}_{s} = I_{c2},
\]

(A3)

where

\[
I_{c} = \int_{t_{1}}^{t_{2}} \cos^{2} \omega t dt, \quad I_{s} = \int_{t_{1}}^{t_{2}} \sin^{2} \omega t dt, \quad I_{c1} = I_{c2}
\]

(A4)

\[
I_{c} = \int_{t_{1}}^{t_{2}} \cos \omega t \sin \omega t dt, \quad I_{s} = \int_{t_{1}}^{t_{2}} \cos \omega t \sin \omega t dt.
\]

(A5)

In a similar way the experimentally measured damper force is approximated using the following harmonic function:

\[
\tilde{u}(t) = \tilde{u}_{c} \cos \omega t + \tilde{u}_{s} \sin \omega t.
\]

(A6)

The parameters \( \tilde{u}_{c} \) and \( \tilde{u}_{s} \) are determined with the help of the last-square method. The functional and the system of equations with respect to \( \tilde{u}_{c} \) and \( \tilde{u}_{s} \) are:

\[
J_{2}(\tilde{u}_{c}, \tilde{u}_{s}) = \frac{1}{t_{2} - t_{1}} \int_{t_{1}}^{t_{2}} (u(t) - \tilde{u}(t))^{2} dt.
\]  

(A7)

\[
I_{c}\tilde{u}_{c} + I_{s}\tilde{u}_{s} = I_{u1}, \quad I_{c}\tilde{u}_{c} + I_{s}\tilde{u}_{s} = I_{u2},
\]

(A8)

where \( I_{u1}, I_{u2} \) and \( I_{u3} \) are given by relationships (A4). Moreover,

\[
I_{u} = \int_{t_{1}}^{t_{2}} u(t) \cos \omega t dt, \quad I_{u} = \int_{t_{1}}^{t_{2}} u(t) \sin \omega t dt.
\]

(A9)
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